E

ED 051 258

AUTHOR
TITLE
INSTITUTTON
REPORT NO
PUbL DATE
NOTE

EDRS PRICE
DESCRIPTORS

ICENTIPIERS

ABSTRACT

convergence of the process
convergence in the quadratic mean).

O

RIC

Aruitoxt provided by Eic:

DOCUMENT RESUNE

Wolft, Hans

Ta 000 295

On Stochastic Approximation.
Educational Testing Service, Princeton, R.J.

RB-70-55
fep 70
13p.

EDRS Price ¥YFP~$0.65 HC-§3.29
*Mathenat Cs, *Probability, Statistical hnalysis,

*Statistics

Robbins—Monro Procedure,

*Stochastic Approximation

This pafper deals with a stochascic process for the
approximation ot tne root of a regression equation. This process was
first suggested oy Rohbins and Honro. The nain result here is a

necessary and sufticient coundition on the iteration coetticients tor

(convergence with probability one aua
fAuthot)



ED051258
TODPMMD
Z = e (Y™ 0

e

i~/

e
o>
S
S
S

ERIC

Aruitoxt provided by Eic:
-

ON STOCHASTIC APPROXIMATION

Hans Wolff

US DEFARTMENT OF HEALTH. EDUC,TION
& WELFARNE
OFFICE ZF EDUCATION
THIS DOCUMENT HAS FEEN BfPROOLCED
EXACTLY AS RECEIVEQ FAOM THE PERSON OR
ORGANIZATION ORIGINATING 17 POINTS OF
Y¥IEW OR OFINIUNS STATED DO NOT NICES
SARILY REPIESEN"  :FICIAL OFFICE OF [ 3209
CATION POSITIONC  >0LiCY

RB-70-55

This Bulletin is a draft for interoffice circulation.
Correctinns and suggestions for revision ure solicited.
The Bulletin should nct be cited as » reference without

the specific permission of the author., It is automati-

cally superseded upen formal publication of the meterial.

Educational Testing Service
Princeton, lew Jersey

September 1970



O

ERIC

Aruitoxt provided by Eic:

ON STOCHASTIC AFPROUXIMATION

Abstract

Tris paper deals with a stochastic process for the approximation of the
root of & regression equation. This process was first suggested by Robbins
and Mcrwo [1].

The main result here is a necessary and sufficient condition on the
iteration coefficients for convergence of the process {convergence with

probability one and convergence in the guadratic mean).



ON STOCHASTIC AFFRCOXIMATION

1. Infrouduction and Swmary

In their classical paper Robbins and Monro [1] treated the following
prculem.

Let F(ylx) be a family of distribution functions deperding upon a real
parameter x , -» <x <+4w , and let M(x) ,

o

M(x) »—»f y ar(yi=)

-

be the corresponding regression function. Tt is assumed that M(x) and
F(yix)} «are nnknown to the experimenter who can, however, take observaticrs
on F(ylx) for any value ¥ . Robbirns ard Monro gave a method for solving

Stochastically the regrescion equation
(1) M(x) =a

where O 1is a given number. Under certain conditiens on M(x) they were
able to constructi an iteration procedure {Xn) such that Xn converges in
probability to the (unique) root o of (1).

This "Robbins-Monro procedur:" is defined as follows. Let {an} be a

fixed sequence of positive numbers such tunat

™ ) 0
(2) L a = @, I Qn<°° .

n=1 n=1

The iteration procedure i- then defined recursively as the nonstationary

Markov chain [Xn] given by

1
(3) xml=xn-an(yn-a), P(Xl=a€R):l )
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where Yn is a random varisble distributed according to F(ylx = Xn) or,

in ancther notation, Y is a realization of the random variable Y(Xn) .
Later several authors {e.g., Blum [2], Dvoretzky [3)) have shown that

even under weaker conlitions than those imposed in [1] on M(x) , he Robbins-

Monro process alsc converges with probability one and in the gquadratic mean.
In this paper we deal with the gquestion of whether it is possible to

relax “he parameter conditica (2). The main result is tnat the conditicn

o
(4) a 50 (n o), ¥ a = w
n=1

in connection sith certain assumptions on M(x) , is necessary and sufficient
for convergence with probability one and in the quadratic mean. Furthermore,
the proof of convergenice seems Lo be more elementary tnan proofs given by

earlier writers.
2. Lemmas

In this secvion we state ant prove two Lemmas which will be needed for
the procf of Theorem 1 and Thecrem 2 given in section 3.

Lenma A, Let {ai] be a sequence of real numbers. Then

n n
It (1-a1)=l—H(l-a), n>1 .
. 1 -
. i=1

Lemma B. Let [ai] bs a sequence of positive numbers satisfying the conditicn

o
an - () (n —y cc) ; P an = w .
n=1
Then n . n .
Eoay O (L -a,) -0 (n - )
1=1 © j=i-1 J

Q 1Throughout this paper the factor of the last lerm of such a sum equals one.
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Lemmz A can easily be verified by induetion. To prove Lemma B #e note Tirs?

that for any € > 0 there exists an integer NO = N (€7 such that, for all

o
n > NO B

a <e, 0<l-g <1
n n

Hence we get the inequality

n ., n 5 n ot Nyt 5 n n
ey T (l-a) <T@ (1- e;)| = a; I o(r-a)f+e Z a, T (1L-=2.).
i=1 T j=isl J 1=K, i=1 b g=i+l J L=y * =141 J

rhe factor of € is less than one by virtue of Lemmna A. Because of the diver-
gence of Ean there exists for any M > 0 an integer Nl = Nl(e, M) such
that, for all n >N, ,

n -
io(1-a ) <ea

l=ho

al' T (l a'-) M »
J

i=1 1 j=isl

™M O

it follows immediately that

o 0 2
Zoay I (1- aj) < e for all n >N

i=1 j=i+1 .

This completes the proof of Lerma B.

5. Stochastic Approximation of the Koot of a Regression Equation

Let us assume that the regression function M{x) corresponding to the

family of distribution functions F(ny) , satisfies the following conditions:
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(5) cl:x - 9] < M(x) - al < czlx -6l + ¢

57 72 1 3=
(6) M(x) <o < <5
M{x) =a for x =06
M{x) >a R

The variance of Y{(x) is supposed to be uniformly bounded in % ,
(7 var Y(x) < e <=

Then we state the following theorems.
Theorem 1. If conditions (4) through (7) hold, th:n th: stochastic process
[Xn] given by (3) converges to ¢ with probability cne and in

2
- the quadratic mean, X, -0 w.pr. 1, E(Xn -68)" 50 (n o).
If we replace condition (5) by

(5') clkx - o] < fu(x) -al < czlx -8, cnzey 20,

and if we add the assumption that in a neighborhood of @ Var Y(x) does not

vanish,

(8) var Y(x)zc5>0 for all x e (x|lx -9} <&, &8>0) ,

then the parameter condition (4) is even necessary and sufficient for the con-

vergence of [Xn] to 8 .

Theorem 2. If conditions (5'}, (6), (7), (&) hold, then (X} converges to
8 with probability one and in the guadratic mean if and only if

the parameter sequence {an] fulrills condition (4).
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Proof of Theorem 1. We derive a recursion formila for the sequence En = ECX

*rom (3) we have

(9) B, - B, -0 =BX -0-a(r -

n+l
= £y - 20 B0 - )B(¥(x) - alx = X)) + aZBRI(¥(x) - )] = %))

Because of (5) and (6) it follows that

il

E[(Xn - 0)E(¥(x) - a|x = X ) El(x, - o)(u(x,) - a))

v

ye ) PRV
= E[an - 9[.-,(Xn) - all cE( - 0)" 20
From {5) and (7) we get

E(E((Y(x) - a)glx = xn]} = BEL(Y{x) - u(x) + M(x) - a)gix = % 1)

i 2 2 2 2
= F Wz ) - < - . -
E{var v(x ) + (M) - @) < sley + ep(X, - 0)" + 2c2cj|Xn ol + c5]
i 2 2 2
S + 2epCs + 4 (ep + 2b2c5)E(Xn - 9)

Using these inequalities and setting

~

2 2 2
SN + 2c2c5 + c5 =Cqy St 2c205 = 07 s
it follews at once that

22 s
. < A "
By S (1 eja + c7an)hn + cga

Because of the convergence of lan] to zero and c, > ¢y there exists for

i
each constant cg» O < cg < ¢y » &n integer N, such that for all n > i,

2
1 - 2clan + cYa

N

< {1 - cBar)2

b
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This yields the more convenient inequality

. 2 2 .
X < - >
E1S (1 cga )E + cca , n 2l
Adding up this inequality from N2 to n we find
n 2 Tz 1 2
(10) E ., SE. T (L-cpa, )" +c, & a7 1 (1-cqa,)
n+l N, -1, &% 6 fon, T ogeiel 8%
2
Th: first term of the right-hand side of (10) converges to zero since EN is
2
finite and
n
1 1 - - 0 N
N L
2
because of the divergence of Zai . Because of Lemma B the same nolds for
the second term,
n n - n n
b ai (1 - c8a.)5 = (CB)-2 .2 (cgai)z no(1 - eaa.)z-a 0 {n )
=N, © j=itl J 1=N, §=i+l J

This concludes the proof .f convergence in the quadratic mean.

To show that [Xn] converges also with probabiiity one we’use a method
which is similar to that employed by Dvoretzky {3]. ve derive the convergence
with probability one from the convergence in the mean.

Yor any pair £ >0, 8 > O, there exists an integer N5 = Nj(S,B) such
that, for all n 2> N5 s
E = B{(X - 0)2 < e5°

We modify the sequence [Xq] :
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(1) X n forall n< N5
fxg - an(Yn - a) ]Xé -6l < 5[
(12) X' o= if , Tl
w1 X; otherwisa J T

Yn denotes now a realizution of the random variable Y(x = ¥') insicad of
Y(x = Xn) .

Equations {11) and (12) imply that also

(13) E xr'1 -g)< £5° for all =a > N5

It ]Xj -~ 8| >8 for any J >N, , it follows from ({12) hat |X$ - 8 25

>

for all n > J , and we obtain, for all n > N5 s

P { max [X, - 2] >8] < F[IXA - o] >8]
N.<3<n

3
Together with (13) this implies that {Xn} converges with probability one to
9, 1i.e.,

Plsup |x. - o] >5} <e¢
S

This complctes the proof of Theorem 1.

Proof of Theoren 2. Since Theorem 1 implies the sufficiency

of parameter condition &, it remains only to prove that the parameter conditaon
(%) is necessary for the convergence of [Xn] to ¢ . We assumec that the
sequence [Hn} converges to zero even in the case when we use a parameter
sequence fan] vhich does not satisfy condition (4). We show that this asswrp-

tion yields a contradiction.
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The parameter sequence {an} under consideration nas to fulfill exactly

one of tre following conditions:

o0
(a) £ oa; <w
i=1

(b} *here exists a subsequence {an } and a constant L > O such that
i
a_ 2L >0 forall i
i
From the asserted convergence of En to zero it follows--a< we have seen--
trat Xn converges to & withk probability one. Trerefore znd because of (&)

there exists an integer Nb such that, with probability c:.e,

min Var Y(Xn) > cg >0

In the parameter case (a), which implies a 0 (n » =)} , we can further
assume that Dm is so large that
22
0<1-2¢ < . > N
» < A 2L2an + cja 1 for all n > Nh

tience it follows from (9) by similar urguments to those used before tnat

: 2 2
> B - L 5 ~ E
E E 2¢ + an[E.(Vax Y(Xn)) + clF ]

™l - "n EanLa n
> (L -2c.8 + cga?)E + o -at n>n
-V 2'n 1 "n 5™’ -4
Again there exists for each ¢y > ¢, an integer ”b = NB(C3) 2 N, such that
) > {1 - c.a )?E v ot for all n >N
ml = 9’ “n 50 =~ 5

tienca we get for the parareter case (a)

10
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o ( )2 no o, 2
E ZE, -~ T (1 -coa;) +c. T a7 T (1-cua,) >
+1 — °N . .o j <
n 5 =N, 91 2 =N =il 973
n
2
>5 T .Z a; = ¢
i=N
5
where
® ?
£f= T (1- cgaj)‘
=N_+1
I
is greater than zero because of the convergence of Zai . lience we have
E, 2 10 >0 for all n 2> N5 , which implies the desired contradiction.

In case (F) we get the _ntradiction immediately by ccnsidering the

zequence of inequalities

>c. L >0 ior all ng > Nh

This completes the proof of Theorem 2.

L. Concluding Remarks

Trhe crucial assumpticns which lead to the weakening of the parameter
condition (2) are the two assumpticas contained in (5) and (5'), respectively.

One of the assumpticns in (5),

(%) JM(x) - ql < cz{x - ol + ¢y

cannot be relaxed as it was pointed out, e.g., by A. Dvoretzxy ([3], p. 51).
However, it might be interes®ing to know if the validity of Theorems 1 and @
is affected by wealcaing the other assumption meie in (%) and (5'),

(15) clix - o] < |ux) - 4
O
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in particular, we may ask if it is possible to replace (15) by the ucnal
condition (e.g., Blum [2], p. 387)

inf [M(x) -a] >0 for every pair of numhers (Gl,ﬁp)
< - < i < < <
B < [x -6l <s, with 0<5 <5, <o

In practice, however, condition (14) and (15) will cause no trouble, because
in almost all instances the experimenter knows that the root 6 1lic in some
finite interval [C*,C*] . Therefore ne can replace the iteration procedure

{3) by the bounded stochasti~ approximation process

b - - <
C, X an(Yn a) <c,
= - - i < - - )< Q%
X1 X, an(yz, a) if ¢, <X, a (Y -a)sc
[cx X -a (Y -a)~c*
n n n

In this situation (14) and (15) do not seem very restrictive.
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